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Abstract—This paper presents a comparative study on 

methods for dynamic hand gestures recognition. We propose 3 

methods for studying: PCA-KNN, GIST-KNN, and KDES-A. 

The dataset we use for evaluating is a dataset of 20 Italian hand 

gestures provided by the big CHALEARN contest 

(http://gesture.chalearn.org/homewebsourcereferrals). This is a 

multimodal data that contains video, sound, skeletons, etc. In our 

work, we make our analysis on video based hand gesture 

recognition.  

Keywords—dynamic hand gesture recognition, PCA, KNN, Gist 

kernel descriptor, comparative study 

I.  INTRODUCTION 

CHALEARN is a contest on gesture and sign language 
recognition from video data organized by Microsoft [1]. Last 
year, the contest focuses on hand gesture recognition based on 
only one shot learning, knowing that traditional recognition 
methods require a lot of training data (e.g. SVM, Boosting) 
(contest in 2011/2012). This year, the contest focuses on hand 
gesture using multimodal information coming from RGB-D 
and also audio sensors.  

This paper presents our works on the current contest of 
hand gesture recognition from RGB-D sensor. To be able to 
rise up the best method for application in reality, we do a 
comparative study on a common and challenge data set 
provided by CHALEARN contest in 2013.  

Our comparative study is carried out with three methods for 
dynamic hand gesture recognition: i) PCA – KNN; ii) GIST – 
KNN; iii) Kernel Descriptor. All methods are based on the pre-
processing the video shot that is the computation of the Motion 
History Image (MHI).  

II. PROPOSED METHOD 

A. General framework for dynamic hand gesture recognition 

As we will compare several methods on a same problem, 

we need to build a unified framework so that all methods will 

be integrated inside, taking the same input. The framework 

consists of two phases: learning and recognition. We can see 

the principal modules in both modules:  

1. Compute MHI: As a dynamic hand gesture is a 

sequence of consecutive frames, we propose to 

represent each video shot containing one dynamic 

hand gesture by a Motion History Image (MHI) 

computed from this frame set.   

2. Feature extraction:  So feature extraction will be 

computed on the HMI. We can extract many types of 

state of the art features for example PCA 

components, Gradient, Texture, Color distribution or 

GIST features.   

3. Model learning: In function of extracted features, a 

compatible recognition model will be chosen. We 

propose to use KNN (K-Nearest Neighbor) and 

Kernel descriptor. KNN is a traditional method while 

Kernel descriptor based method is a new trend in 

machine learning (Fig. 1).  

4. Recognition: Finally to evaluate the methods, we test 

all examples in the testing data using learnt models 

previously (Fig. 2). 

In the following, we will present in detail each 

module in the overall system. 

 

 
Fig. 1: Learning phase 

 

 
Fig. 2: Recognition phase 
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B. Computation of Motion History Image  

As we work with dynamic hand gestures, we need to build 

hand gesture description based on motion information. As 

reported in [1], there are many features for motion 

representation among which Spatio-temporal features is an 

example (STIP) [2]. STIP has shown very success for many 

recognition tasks however its computation is very expensive. 

In addition, STIP is based on BOW model that discards 

geometric relationship of the features then hence is less 

discriminative. Hidden Markov Model (HMM) is a generative 

model that can deal with dynamic hand gesture representation. 

However, the computation time is significant.  

We then follow the approach proposed in [1] in which the 

sequence of consecutive frames of one hand gesture is 

represented by only one image: Motion History Image [3]. All 

frames in a video sequence are projected onto one image 

across the temporal axis. MHI captures the temporal 

information of the motion in a sequence (Fig. 3).  

The MHI is computed as follows: Given It = {I1, I2,… 

InFrames} is a grayscale image sequence. Let Bt = {B1, B2, …, 

BnFrames-1} be a binary image sequence indicating regions of 

motion which can be obtained from image differencing and 

thresholding.  

 
Where threshold is defined as:  

 
Where ϭt is the second moment of a single frame It, h, w 

are the height and width of the video sequence. The motion 

history image MHI H(t; τ) is used to represent how the motion 

image is moving and defined as:  

 
With τ is set to be sequence duration.  

 

    
Fig. 3: MHIs of two video shots in CHALEARN dataset 

 

Finally, each video shot will be represented by an MHI 

which has the resolution equaling to the sequence resolution.   

C.  Recognition based on PCA – KNN  

Given an MHI having the size of WxH elements (W, H are 

the width and the height of the MHI), we think to a traditional 

method to reduce the size of feature vector.  We have used the 

training dataset (described in the experimental section) to 

build the PCA (Principal Component Analysis) space, then 

represent each MHI in this space by vector of 64 dimensions 

(this number is selected by experience). For classification of 

hand gesture, we use KNN to find the best match given a hand 

gesture.  

D. Recognition based on GIST – KNN 

Results of variety of state of the art scene recognition 
algorithms [4] shown that Gist features1 [5] obtains an 
acceptable result of scene and object classification (appr. 73 – 
80 %). Therefore, in this study, we propose to use Gist features 
to characterize MHI.   

 

Fig. 4. Gist feature extraction from input image 

To capture remarkable/considering of a scene, Oliva et al. 
in [5] have evaluated seven characteristics of an outdoor scene 
such as naturalness, openness, roughness, expansion, 
ruggedness, so on. They suggested that these characteristics 
may be reliably estimated using spectral and coarsely 
localized information. Steps to extract Gist features are 
explained in Fig. 4. 

Firstly, an original image is converted and normalized to 
gray scale image I(x, y) (Fig. 4 (a) – (b)). We then apply a pre-
filtering to reduce illumination effects and to prevent some 
local image regions to dominate the energy spectrum. The 
image I(x, y) is decomposed by a set of Gabor filters. The 2-D 
Gabor filter is defined as follows: 
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 The parameters ( x , y ) are the standard deviation of the 

Gaussian envelope along vertical and horizontal directions; 

( 0u , 0v ) refers to spatial central frequency of Gabor filters. As 

shown in (Fig. 4 (c)), configurations of Gabor filters contains 

                                                           
1 Gist feature present  a brief observation or a report at the first glance of a 

outdoor scene that summarizes the quintessential characteristics of an image 



4 spatial scales and 8 directions. At each scale ( x , y ), by 

passing the image I(x,y) through a Gabor filter h(x,y), we 
obtain all those components in the image that have their 
energies concentrated near the spatial frequency point 

( 0u , 0v ). Therefore, the Gist vector is calculated using energy 

spectrum of 32 responses.  We calculated averaging over each 
grid of 16 x 16 pixels on each response, as shown in (Fig. 4 
(d)). Totally, a Gist feature vector is reduced to 512 
dimensions. 

E. Recognition based on kernel descriptor 

Recently, Liefeng Bo et al. have proposed a principled way 

to design rich features to capture various visual attributes 

(gradient, color, texture) [6]. They have learnt compact 

features from match kernels via kernel approximation and 

shown that this method outperforms SIFT and other 

sophisticated feature learning method. Therefore, we would 

like to try this method on MHI.  

The idea of match kernel is as follows. Normally, given an 

image, traditional methods represent each image patch by a 

gradient/ color/ texture vector. This vector is hand-crafted. 

The work in [6] proposes a kernel view of features. For 

example, in case of gradient features, the gradient kernel is 

represented in the following equation (Fig. 5). In this figure, P, 

Q are two image patches to be compared, u, v are pixels in the 

image patch. Match kernels defined over various pixel 

attributes provide a unified way to generate a rich, diverse 

visual feature set, which has been shown to be very successful 

to boost recognition accuracy. 

Match kernels provide a principled way to measure the 

similarity of image patches, but evaluating kernels can be 

computationally expensive when image patches are large.  

 

 
 

Fig. 5: Gradient Match Kernel 

Therefore the authors have proposed a method to reduce as 

follows. From the match kernel equation, we can derive the 

feature over image patch:  

 
Where  is Kronecker product. A straightforward solution 

to reduce the high dimensional vector is PCA. As the features 

are presented in view kernels, the authors call KPCA. Finally, 

for classification, Support Vector Machine (SVM) is used.  

III. EXPERIMENTAL RESULTS 

A. Database description 

The focus of the challenge is on “multiple instance, user 

independent learning” of gestures, which means learning to 

recognize gestures from several instances for each category 

performed by different users, drawn from a gesture vocabulary 

of 20 categories (Fig. 6, Fig. 8). A gesture vocabulary is a set 

of unique gestures, generally related to a particular task.  

In this challenge we will focus on the recognition of a 

vocabulary of 20 Italian cultural/anthropological signs. Look 

inside the dataset, we found that in a hand gesture category, 

participants do it in a very different manner. This dataset is 

therefore much more difficult than one-shot learning dataset of 

the last year.  

The challenge has two main phases: development phase 

and final evaluation phase. Currently, we are in the 

development phase, the data for final evaluation is released in 

more than 10 days, so now for evaluation we need to take a set 

for training and remaining examples for testing from the 

development data.  

At the development phase, we are provided with a large 

database of 7754 video shots, each contains one hand gesture 

from 20 gesture categories of Italian signs.  Due to the 

limitation of time, we propose to deal on a sub-set data. 

Specifically, each hand gesture type have 197 video shots, we 

take 98 video shots for training and 99 video shots for testing. 

Totally, we have 3940 video shots, 1960 for training and 1980 

for testing. 

B. Experimental results 

We compare three methods: PCA-KNN, Gist-KNN, 

KDES-A.  

The Fig. 7 shows the recognition rate using PCA-KNN 

method in both cases: using RGB and D image. In this case, 

we set K = 5 for KNN. We have varied the value of coefficient 

number in PCA space (16, 64, 128) and found that 64 gives 

the best results so we choose this value for latter evaluation. 

The average of recognition rate is about 21.7% using RGB and 

17.7% using depth information. These recognition rates are 

not high, but as we notices above, the dataset is very 

challenge: one hand gesture category performed by two 

persons is highly different. But the category „Basta‟ ID = 13 

obtain the highest results (RGB: 52%; D: 75.5%). Generally, 

Using depth information is better than using RGB.  

The Fig. 9 shows the recognition rate using GIST-KNN 

method in both cases: using RGB and D image. In this case, 

we set also K = 5 for KNN. Different to PCA-KNN, this time, 

we obtain has the highest recognition rate on the hand gesture 

„Vattenne‟ ID = 1. However, the average of recognition rate is 

13%, lower than PCA-KNN that gives an idea that the GIST is 

very good to represent scene by one frame, but GIST 

computed on the MHI cannot represent well the video.  

The Fig. 10 shows the recognition rate using kernel 

descriptor in both cases: using RGB and Depth image. In this 

experiment, we use gradient kernel descriptor. The average 

accuracy on the depth image (56.4%) is higher than the RGB 

image (51.3%). 



 
Fig. 6: Example of the first ten gestures 

 

 

 
Fig. 7: Recognition rate using PCA-KNN 

 

 
Fig. 8: Example of the last ten gestures 

 

 

 
Fig. 9: Recognition rate using GIST-KNN 



 
Fig. 10: Recognition rate using KDES-G 

 

IV. CONCLUSION 

We have presented our evaluation of three methods on 
dynamic hand gesture recognition. The first one is based on 
traditional method that is PCA-KNN. The second one is based 
on GIST-KNN, very famous for scene categorization. The third 
one is based on a very new method on kernel descriptor. The 
experimental results show that the method KDES-G gives the 
highest recognition rate, the second one is PCA-KNN. In all 
cases, using depth map gives higher results than using RGB 
map. This comparative study gives results on a new work 
research that no results are reported until now. In the future, we 
will combine both depth and RGB information to improve the 

recognition rate. We notice that if we based on vision 
information, the performance cannot be good because by eye 
we observe very difference between instances in a category. 
We think that using multimodal information like speech will 
help to improve the results. 
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