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A Literature Review on License Plate
Recognition and Vehicle Classification

Trung-Kien Dao, Thi-Lan Le, Thanh-Hai Tran, Ngoe-Thuy Le
Trd. Besearch Cemer in Mubtimedio Information, Commumcation and Applications
Hud University ol Schence skl Techis oy
I'rd. Drai Co Viet, Hanol, Vietnam
(b =kien.din, thi-laibe, thanh-hattma, ngoc-thoy be {daimiva.cdo wm

Absprace < Auwtomatic license plate recognition and
wehicle  elassification based  on computer  vision
technigue have been deeply studied amed developed.
Certain commercial systems have been deployed. This
paper aims ot making a review of the spproaches for
lecnse plate recogmition and vehicle classification in the
literature, Advaniages and weaknesses of each approach
are also pointed out. This paper can be uwsed as a
reference while developing o leense plate recognition
and vehicle classiffention system.

Kepwords - fivemve  plare  recognitten,  vehiele

classification, computer vision

I INTRODUCTION

Digital cameras have become ubiguitous in the Last
two' decades, with increasing image quality and
capturing speed, motivating altraction (o sutomated
visual traffic surveillance from the community of
computér vision. The most notable applications of a
survallance svstem, among  others, that can be
mentioned  are  sutomatic  toll  payment, vehicle
trajectory tracking, traflic statistics and monitering,
stolen wvehicle defection, driver navigation swpport,
and parking access comral, An-alternatfve method of
license plate recognition (LPR) and classification is
hased on OBU {(on-board unit), This device can
communicate with a roadside unit to transfer declared
mformation demanded by the station for  the
identification ineluding license plate number as well
as vehicle elass. However, this method s not reliable,
as the stored informanen can be alternated, and the
OBLU can be replaced by a fraudulent one.

This study aims to make a survey on the literature
of lcense plate recopmition and vehicle classification
m the case of a toll pavment systemn: Front o general
view, such a system can be decoupled into two muin

modules, as depreted m Figure 1. The first module is
o identily on-road velicles: by recopnizing  their
license munbers from a sequence ol camera images,
and Lo track them as they pass through the: field of
view of the camera. The tracking is important because
it ensures that one vehicle can net be confused with
others, so that each ene is counted only once. The
secand module is to determine the vehicles' geometry
parameters (ie, width, Jength, height...) and 10
classify vehicles into predefined categories. The
classification in this phase may or may not use the
estimated geometry parameters. The final goal of this
system 15 1o determing the tmftic toll tariff for each
vehicle passing the station on the basis of gathered
information  consisting of country code of ongin,
vehicle size and weight. Beside the two  main
modules, the system might also be equipped by some
other sensors installed at toll station, on or beside road
such as camera, laser, and stramn gauge to collect
necessary information that can be taken o acconm
i the classification for accuracy improvement,

1. LICENSE PLATE RECOGNITION

I'he license plate recopnition in most studies is in
general  divided into  three phases: (i) plae
localization, (i} churacter segmentation, and (1i)
ophical character recognition {OCR), In the first phase,
the system needs to deteet the areas within a single
image which may contain a number plate. In the
second one, cach candidate area is first segmented into
smaller rectangular ones corresponding 1o mdividual
characters, which are finally identified by an QCUR
method. Nevertheless, there exist also a few studies in
which the texis are identified direcily without
detecting the license plate areas. That means the first
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phase is skipped in those studies. ‘Besides, for many
methods, obtamed images for plate candidate areas
might need to be preprocessed, including skewing,
rotating, resizing and brightness pormalizing, 1o
improve recognition performance,
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Figure 1. General siructure of a typical toll payment
system

4 Plae Localizarion

From the humuan point of view, the license plate js
in general defined as a “small rectangular plate
abtached in front v or behind a velicle, and contains
@ registration alimber for identification purposes”™.
However, unfortunately, this definition cannot be
mierpreted by a machine, as it involves other
undefined objects such as plate, vehicle... and abstract
notions like registration and identification, Therefore,
“alternative based ,on  descriptors
comprehensible for machines are required, leading to
different principles of detection. It is necessary to
notice that in this phase, it is not strictly required to
determine exactly the license plate arcas, but only to
find out the candidate areas. as the images mght
contain regions. with alphanumenc chamcters or
similar in shape to the heense plate. The candidate
areas will be analyzed later by character recognition,
and together with differem factors, 10 reject the
nrelevant ones, The importamt point s that several
potential areas can be given as candidate, but the real
plate areas must not be ignored

definitions

By a remark that o license plate is a “rectangular
grea with fnereased  occurrence of horizontal and
vertical edges”, an algorithm was introduced by
Martinsky [1] on the basis of horizontal and vertical
edge projections. Mathematically, the horizontal and
vertical edge projections are defined as

=l ol
P =Z_in_ﬂ. atid . = zrii.ﬂ
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Figure 2. Fertical edge detection filter folfowed by a
vertical projection f1)

where w and b are the width and height of the image,
fix, ) is the gray level of a pixel in the image. From
the projections, the license plate areas can be localized
horizontally and vertically regurding the places the
peaks occur. This analvsis is simple to implement, but
the stability might be problematical, as the remark
mentioned above is usually but not always true. In the
same  study,  different  fillers were proposed 1o
reinfores the license plate features, such as mank fller
and edge detection, because the brighiness variation in
the license-plate region is more remarkable and more
frequent than elsewhere in the caplured image of
vehicles, As illustrated in Figure 2. a vertical edge
detection . filter followed by a vertical projection
reveals clearly the plate area vertically. Related
technigues can be found in other works [2][3]]4]. In
the study of Wroblewski [5], some indices were
further defined for the analysis and rating of the
projections.

An nteresting detection algorithm proposed by
Krol and Pamula [6] took consideration of several
characteristics: regions containing characters and
contrasting content, probability distribution, brightest
and darkest regions. litile colored regons, regions




bounded by edged. The decision 15 made by a fuzey
mference  system  (FIS)L  Unlike artificial  neural
network (ANN) systems which are tnghly independem
on domain-specific knowledge, a fizzy logic one s
knowledge based The membership Tunctions and
fuzzy rules are built empincally. However, similarly
o ANN, the ability of learmng and adaptation is
advantageous, but a traimng phase is also required 1o
tune the iniernal parameters of a FIS.

Anagnostopoulos et al. |7] proposed an adaptive
segmentation  technigue named sliding  concentric
windows. In their study, license plates aré viewed as
uregulanties in the texture of the image and therefore
abrupt changes in the local characteristics of the
image, This method aims to find the local iregularity
in the image using image statistics such as standarnd
deviation and mean value The algorithm  was
implemented by calculating statistical measurements
of two cascading concentic windows with different
stzes moving along the image. If the memsurements
exceed o manual threshold, then the common central
poitt of these windows 1s considered as belong w a
region of Interest,

Another class of vehicle license plate (VLFP)
detection is based on pattern recognition, where
support vector machine (SVM) i3 ased in 2 signifcan
number of studies. Kim ¢t al. [8] used SYM 1o analyze
the color and texture properties of lhicense: plates
without any feawgre extractor, amd 1w locate ther
boundmg boxes applied by a continuous adaptive
shift  algorithm  (CAMShift), Beside the
advantages such as working directly on color images,
robustness agmnst shape distortion, the shortcoming
el this mecthod s the adaptaton ability tn lexiure scale
varation. As a workaround, the taintg patterns need
to be sampled af vanous scales, making the size of
training sample set increased. The frequency-domain
technigues are alse used to detect textures, such as
Fourier transform on shon scanning line [9), discrete
cosing transform (DCT) [10], Gabor transform [11],
wavelet decomposition [12], cle.

man

Haar-like features were widely applicd for object
detection [13][14]. gmining over other schemes by
their robustness  against vanance of illumination,
color, size and position of objects (o be identified.

HE

Volwme E-2, Mo 5 (W)

However, one problem of these algonthms 1s that oo
many features are mcluded i the classiliers, making
the system complex and unstable. Zhang e al. [15]
overcame this problém m therr detection algorithm by
proposing a cascade classifier. First, classifiers using
global statistical features {epg gradient density,
density variance), were constructed through simple
leaming procedures, excluding 70% of backyground
wren, Then the AdaBoost learnmg algorithm [16] was
used to build up the other classifiers based on selected
local Haar-lke features.

Fipure 3 Classifier for text detection uxing ANN
rechmique {17}

r—
H—

i
e

Figure 4. Intevleaved enumeration of exiremal fegions
ared classifieation f224

A elosed approach to pattern recognition is text
detection, which can be found in [17]. An ANN was
ramed to classify gray-level pixels as text or non-text
(see Figure 3). By this ANN, the original grayscale
nmage 15 mapped into a BW image with white pixels
corresponding 10 text. Afler removing noise clemenis,
the VLP zone 15 1dentified a5 o consecutive verfical
zone in which the histogram values are above a cotain
threshold. Nevertheless, the avthors did not mention
abouwr the detection performance with complicsted
backgrounds. Another text detector using ANN can be
Pound in [12], whiere the classification 1= based on the
mian, second-order and third-order central moment
leatures. Other common sehemes for text detection are
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connected-component based (CC-based) [18][19)[20].
texture based [ 18][21]

] 'r;| | e

Figure 5. Two varients of MSER wsed for object
detection [25]

and Zimmermann |22

Matas developed an
unconstrained method based on extremal regions [23],
which are defined as regions of connected components
of an image atter threshold. Extremal regions have
two supertor properties, e, the set i1s closed under

continuous (and thus perspective) transformations of

rmage coordimates, amd  onder monholomic
transformanons  of  image Inlensities, For
implementation,  the objects  of  interest  are

decomposed into the spatial configuration of category-
specific extremal regions; that is, a subset of extremal
regiongselected by maching leaming methods and is
likely to correspond to a letter or digit. In the

detection stage. all character-like extrenmal regions are
first independently detected and the longest linear
spatral configuration of these regions 15 labeled as tex
or license plate. For each enumerated exiremal region,
a description 15 computed so that the region can be
classified as relevant or wrelevant: The principle of
this method 1s presemted m Figure 4. Since this
method does not require any resmetive constraint
such us text orientation, plate and text colors..., it is
robust agmnst peomeine changes (scaling, rofmtion,
deformation.. ), illumination  conditions, amd even
paitial ocelusions. Also based on region labeling and
analysis, the color segmentation in [24] 5 done in HSI
(hue, saturation, intengity) color space.

Inspived by the study of Matas and Zimmermann
[22], Donoser et al. [25] developed an effective
method based on analyzing the detection resulls of
Maximaltly Stable Extremal Regions (MSIERs)
[23][26]. but without need of the leaming stage
MSERs denote a set of distmguished regions and have
proven 1o be one of the best imerest point detectors in
computer vision [27). There are two variants of
MSER deteetion, MSER+ detects bright regions
within darker ones, while MSER- detects dark regions
within brighter ones. As illustrated by an cxample in

Table |. Summary of VLP Detection Approuches

Approach
Wertical and horizontal
| prispections

Advintages

Simplicity

| Disad vantages
Instability
{improved with the  help ol

| References
be | Martingky [1], Kwasnicka @ al
[2]), Kamat and Ganesan' | ]

(bay - can

| cerimn filters) Zweng  and  Kampel  [4],
L I Wroblewski [3)
| Stististical Simplicity, fiéxibility ;filuhilil',- dependant on the|Kmil  and  Pamula  [6),
| charaleristics { choice of churaclenstics in use | Anpemostopoulos et al. [7] !
|

Abality o work with color
unages. robusiness qgamst
chistartion

Pattern recomilion

Adaptation  ability in texture
scale
requiremient of framing

Object detection using |
Huae-like eatines

Robusiness agmnst variance
of llumination, color, size
il Ohyject position

Complexity, instability

Bam et ul [8]), Chen et al. 9],
Zhong et al, [10], Ferrcim et al,
11 Lietal [12]
Papageorgiou et al, [13), Viola
amd Jones | 14), Zhong e al
| [15], Freund {16]

variation, complexity,

t
|
1

Riegion eximetion Hobiyiness

Text detection Robustness agaimdt | Requirernent  of  trodning, | Oz and Ercal [17], Li et all [12),
distortion comploxity fio good [Jain and Yu [18), Zhou and
performance Lopresti [19], £hi et al. [20],

Commplexity, tme consu mirmg

Wo et oal [21),
Bhatacharjee | 28]

Milss and  Zimmermann | [23],
Miotne ot al, (131, Debeet al. i24|.,'

Duoneser ef al, [25] |

Jun and
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Figure 5, the license plate itself Lan be detected as
MSER+, whercas the license characters can be
detected as MSER— Therefore, the algorithm of VLP
detection can be achieved by looking for a MSER+
region that contains smaller MSER- ones with nearly
equal sizes. Another advantage of this method is that
MSER detection results can be further used in the
character segmentation phase.

Table 1 summarizes the principal VLP detection
approaches, together with their advantages as well ax
disadvantages,

B Chardacter Seguenialion

There are a number of approaches of plae
segmentation that are totally different from each other
in nafure. For a simplest way, the system can pantition
the plate ino areas regarding a pnovi known
dimensional scale [29], However, this method needs
several sinet requirements: the characters are well
spanally arranged within the plate, and the plate
boundaries are accurately identified.

Figtere 6. Plate cliracter segmettation based on
horizantal profection (1]

A maore advanced method that is used in many
studies  [L|[2I[17][30](31] &5 using horizonial
projection if the text has only one row, either of a
grayscale image or a binary one {after an adaptive
threshold), as shown in Figure 6. In the case thur the
text is compesed of two rows, a vertical projection can
be applied first to find the separating band. A
necessary condition of this method is that the Ticense
plate is well aligned horizonlly and vertically. More
sophisticated  studies  of  sepmemation  based on

"

eonnected component (CC) extraction ¢an be found in

Falume £-2, No 5 (9]

[51[71i25). CC-based ethods usually need an
additional step to filter out dirty regions thet contain
noise or other objects placed on the plate, In this step;
the number of characters, which is generally known,
can be taken into consideration. Alternatively, this can
be performed after the recognition phase by rejecting
regions m which no wvalid character 15 identified.
However, it would be more tme consuming.

In |32}, an adaptive segmemation and exiraction
approach was proposed for degraded images based on
mathematical morphology operators m comunclion
with  heuristics  that  determine  the  potenbal
segmentation poits, Maorphological  thickening and
thimming  algorithms  automatically locate reference
lines for separating the overlapped characters, and the
baseline for segmenting the connected characters,
respectively. This approach cam detect fragmented,
overlapping, or connected chamcters and adaptively
apply one of three algonthms without manual fine
tuning. The results are very promising b, since the
algonithm is computationally complex, it is difficult 1o
be proposed for real-time systems.

€. Character Recopnition

Once the potential vehicle license plate candidate
arcas are detected and segmented into smaller regions
comtaining individual characters, the system needs 10
wdentify the alphanuwmenic characters contained in
these arcas by an OCR method. In general, license
plates msmlly contion & limited number of characrer
compositions followmg a pre-defined formar specific
to the counfry or region of regisiration.

lvs. 3

ot |

1 vs, 2] 12 vs. 3)
ol :%'._,. Lorak ] 1t Eﬂ}_w-——-‘—‘m:-l g

-

af g

Figire 7. DAG combination for a three-class SVM

J36]

Tradimonally, as a supervised machine leaming
mechanism, ANN has largely been used in abject
classification or pattern recognition in general, and in
character categorization in particular. A significant
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number of swudies {2][3][17] have been devoted for
this approach. Multi-layer perceptron neural networks
need 1o be trained by using back-propagation with a
large set of samples in order 1o reach a good
performance. The number of neurons in the input laver
vorresponds o the mumber of points in the described
matrix, and each neuron in the output layer represents
a single chareter recognized by this network. In most
studies, immges need to be normabzed mo size,
brightness and contrast (even binanized) before training
or wentified. Besides, the mumbers: of ndden layers
and neurons have to be specified by tal and error. and
may be different from this study to another. In general,
an ANN  with lorger size will have a  belter
classification performance, but the computational time
will also increase  dramatically,  Therefore, a
compromise should be 1aken in real-time systems, As
mentioned previously, the syntax of vehicle license
plate 15 generally well defined, Therefore, at each
position, only a subset of alphanumeric chamcters is
used. From this consideration, a number of ANNs can
be established specifically to positions, Beside the

oﬂiu'fﬂr-;'k‘ Devilapment and Application on Informaiion and Communication Techuology

tracitional ANN, different variations have also been
proposed, such as probabilistic newral networks 7],
diserete time: cellular neural networks [33], pulse
coupled neural networks [34).

In the same class of supervised learning scheme,
SVM [25][35] is a more povel alternative method 1o
ANN in character recogmition. It gams over ANN by
the global optimality. As originally @ linear classifier,
m order to deal with nonlinear separable data sets, a
so-called kemel funciion s needed to map these data
o a hinear separable domain, Also, unlike ANNs, an
SVM is bastcally ‘o binary classifier. As a
consequence, usually multiple SVMs are combined 1o
build a multi-class one. The organization of this
combination is alse 4o interesting lopic that has been
mvestigated i the literature. Tapia und Rojas [36]
proposed an efficient algorithm on the basis of
directed acyelic graph (DAG) An example for the
case of three classes s illustrated in Figure 7. Apant
from these studies, Huang e al. [31] introduced
anather machine-leamning based classifier that made
use of artificial immune clonal selection,

Table 2. Performance of VLP Detection and Recogaition Svstems in the Literature

Reference _ Methed [Test dataset size Aceuriey (%)
1: VLP detection | 1 detection
| R: VLF recognition (0 overall
[ Martin et al. |20] [3: mathematical morphology 105 {parking at constant distanée) O 804
! B HausdorfT distance 7
Kim et al, [8) = 13 support vector maching 430 (300 parking, 150 on road) [x B9
" Kwasnicka and | [3: hortzontal projection 233 D99
| Wawrzynink |2] R: anificial neursl network | Q- 47
| Oz and Ereal [17] [: antificial newral network 40 funder different weather conditions) | O: 95
R: srtificial neural network
| Matas and | % extrernal region extraction 0 12 94,3
| Zinmmermann [22) R support vector maching N =
| Zhang et al. | 13] [x: casende clussifier of global and | 169 D935
| local features =
iﬁnugmsmpdulm et al |D: statistical measirements 1287 0891
[17] R: probahihistic nevral network
\Deb et al., [24] - region extraction 150 under very different conditions) D 94
| Arth et al, [35] [3: Haar-fike features {n/a) 0 96
“ R support viector maching
| Hunng et al. [31] [ horizontal projection 600 (parking, an road, street and perrol |O: 86,5
! , R anificiol immune clonal selection | stations)
| Eweng and Kompel (4] | D horizonial projeciion 1760 : 10
R: character structural ¢harpctenstics 0: 9795

Tl




Ditferent from machine Imrning. the recognition
by heuristic analysis of character characteristics [1] is
fulfilled by comparing the statistical features, such as
average brightness, contrast, hue and their deviation.
Such an analysis is fundamental and only reliable in
recogmzing a small character set. Structural analysis
1] is another techmque wused for character
classification. The binary image 1s first skeletonized,
re., reduce the character regions in the mmage 1o
thickness of one pixel, while keeping the connectivity
topology, The structural analysis is taken on the so-
called chain code ithat is generated from the
skeletonized image. Structural characreristics consist
of junction, tme end and loop. In the study of Zweng
and Kampel [4], o decision tree with leaves
representing characters was introduced on the basis of
character structural characteristics, A difficulty of this
approach is that different characters may have a same
structural topology. For example, characters C. G, 1 J,
M, NS U V, W, Z 1, 2 3 5 and 7 have all two
ends, ©o junction and no loop. Therefore,
consideration of additional criteria is necessary to
distinguish such characters, such as spatial stracture.

L. Summary

Table 2 highlights several important remarks of
various vehicle license plate detection and recognition
studies in the Iil-:{iturc,. The projection approach 1s
preferred in many studies and appears to be a good
choice regarding the compromise benween detection
dccuracy, system performance and simplicity in
implementation. For the recognition task, expen
systems are widely accepied. especially ANN and
SVM. J

HL VEHICLE CLASSIFIC ATION

As mentioned earlier, the classification can be
achieved on the basis either on declared lon OBLY
or measured information (&g, length, height,
width, weight) by aid of some sensors installed at toll
station, on or beside the road such as camera, laser,
and strain gauge. Declared information is highly
accurate but unreliable, as the driver could use another
OBLU that is oot for his vehicle. In this case
confirmation by the measured information can help to
detect this kind of fraud,

Forlume E-2. Ne, 5 ¢9)

A, Vehicle Detection

To implement the vehicle classification, - the
ambience background must be subtracted from camera
images first to deteet moving objects (see Figure 8).
As the camera capturing the scene is statie, the
background of the scene will be analyzed to simplify
the next steps in the process of vehicle classification.
The background is composed of objeets like barrier,
road, tree which remain at the same position during
time. Even se, due to changes in lighting, wind,
weather. .. conditions, the background might not be
stationary, The modeling of background needs 1o
handle quasi-stationary properties and o be as fast as
possible  for real-time applications. Once  the
background is modeled, the foreground objects will be
able to be segmented, so that the ume for vehicle
detection can be reduced.

In the study of Rrdder et al. [37], a moving object
recogmbion. method 15 desernibed  that  uses
an adaptive background subtraction technique to
separate vehicles from the background (see Figure 8),
The background is modeled as a slow time-varving
image sequence, which allows it to adapt 10 changes
in lighting and weather conditions. In a related work
[39]. pedestrians are tracked and counted using a
sigle camera. The images from the input image
sequence  are  segmenled  uwsing  background
subtraction. The resulting connected regions are then
prouped together into  pedestrians  and  tracked,
Merging and splitting of regions is treated as 8 graph
optimization problem. Similar algorithms can be
found in many other studies [40][41][42][43]. In
another study, Buch e al. [44] wed Gaussian mixture
model (GMM) for motion estimation from video
sequences o detect moving vehicles.

- g

Figure 8 Sample camera image and moving-vehicle
mask |37}
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8, Classificarion and Dimension Estimation dimensions can be deduced by a scaling operation

from the template regarding the extracted rogion sizes

Ongce the regions containing moving objects are g its position within the fmape

extracted. each object needs 1o, be idennified to be
vehicle or not, and in the case it 15, classified ino
predefined categories. Vehicle classification consists
of classifying a vehicle imo a category as function of
SOME PATAMCTErs.

¥

One  important  requirement  of  veliele
classification is that 3 same wvehicle, whatever the
country of ongin, must always be classified into the
same tanfl class. This requirement ensures that there
will be no discrimination between ugers on the hasis Figure 10 .Ed'gwl-‘ and verfices of the velieele
of nationality. Figure 9 shows an example of vehicle hounding box [39]
classificaion based on length and the number of
axles. This is @ vehicle clussification standard of Since a point in space has three degrees of freedom
AUSTROAD proposed since 1998, It shows that 1o  (dof) bul its projection on an image has only two, one
classify vehicles, the systems must be able 1o measure:  Algonthm following the first approach needs at least
vehicle length and its number of axles. iwo images of an object in order 1o determine its

BTAAR e i e position in principle. However, in the case that the
: point is constramned (o a plane i has only two dof,
and a single image 15 enough for the calibration. For
_ the traffic tracking, the vehicles always run on the
road, which can be considered as planar. By this
consideration, the bottom vertices (viy in Figure 10)
of the vehicle bounding box can be determined only
by interpolation from the coordinates of fixed points
on the ground. and withowt need of camers parpmeters
as well as its model [40][41 ], The dimensions are then
determined by poini-to-point distance regarding the
region size and the vehicle position,

e A

F- == ; In the second approach, several lechnigues have
. Figure ¥, AUSTROAD classificanon [38] been developed. In [42], contour matching was used
L] . " o
‘ 3 == to seoring the similanty between the vehicle image’s
There are two upproaches of vehicle classificalion  contour and that of the wireframe model, A related
usiig image processing. One approach is based of  wark [44] took consideration of the so-called motion
vehicle dimension esimation while the other is based  gjihoucttes detected by GMM instead.  Alternatively,
on matching exiracted features. In the first approach,  |qcal featires: were -also usﬁ-i such a8 edge-based
the vehicle dimensions are estimated from 2D images feqtures [45] fsee Figure 11}, Beside fixed-rule
caplured by one or multiple cameras by “PPI)'i“lE matching technigques, general template matching ones
camera. calibration. The 3D frame of the vehicle is  |ike supervised leaming [46] are another classification
then reconstructed. After that, the classification can be  scheme. Dalka and Cazyzewski [43] performed a
fulfilled by regarding these dimensional parameters.  companson on four frequently-used classification
In the second approach, the classification is done algorithms: K nearest neighbors (KNN). ANN,
directly on the image by matching the features against  gecision tree (OT) and random forest (RF), on the
those of template models. When needed, the  busis of variows vehicle image descriptors.
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Figure 11 Extracted edae-based feaures for vehicle
classification [45]

¢ Suermary

Table 3 highlights several important remarks of
various vehicle classification studies in the literature:
Background extraction s wulely chosen for the
detection in the most of cases.-and all the referenc
reported acceptable resulis.

e

IV. RELATED WORKS IN VIETNAM

In Vietnam, there have been a number of related
works recently, not only in research projects, bul also
i commercial deployment.  Tran et al. [47][48)
introduced 4 system developed 1o be implemented ut
traffic tolls for detection and recognition of license
plates of motorcyeles, cars and trucks in Vietnam (see
Figure 12) In their study, the VLP detection is based
on' the boundary line detection by combining Hough
trans form and contour algorithm, projections are used

Ferfrimmes E=2 N § i
for the character segmentation; and hidden Markoy
model tor the OCR. The overall performance of the
sysiem was reported with aceuracy of 92.85%,

Futech Lid, [49] was one of pioneers i developing
4 group of systems based on vehicle surveillance
using camers, including:
iParkmg, 2 purking access control system: the
license munber of each wvehicle (cor

mesoreyele or bicvele) is recognized when il
cames into the parking. saved und compared
when it goes out, The system works only with
statiomary vehicles; |
required to stop for 15 10 30 seconds when they
puss the eniranceand the exit.

Fignre 12, Tvpes of VEP in Vietnam [4T1148)]

Speed violation delection system this <vstem
dims to detect the vehicles l."u_ﬂ,mjng thiz 3p|:uil
TESIICHONS on roads or 4l Crossing areas. and
give information (mcluding recognized license

Fabile 3, Performance of Vehicle Classifiation Svstems in the Litevature

Classification method
B detection
(' clnssiﬂuﬂmﬁ

Reference ,

Laiétal [41] D h.mhgrmmd subdtactin

| Cf calibration

Pheeuracy {'?b!_
||3l‘ defeciion
i cLls.ﬂﬁrutmn

[Test dataser stxee

Ciupte et al. 140 | B bavchkground subtmaction

i cabibranion

f
{ B hackground subimetion
£ adge-based f-:..J.[Llr'L.’p

nM.’{ e al l-ﬁ]

| Ambardekareral [42) n: lk'lLLETﬂllnu.l 1] E-:r::u.uun

{ = contour matching

| Huch ¢t al. [d4]

| D: Graussian mxiure model
- miodel mptching

Evialics ‘.!!!JE'.P} 2ewski {43 | DE hack ground stibtmction

[ 1a.<|.l,urr: h'é'su:l el nl!.unml

o

4

| — —— E el S AT = |
1|m ) 1|T 923
o) o ’n !
i |C: 70
(530 (200 sedans;  200|C: 985
{ mvaEns, 130 axies) |
[ {mia} [ w0
» [ 144 I o4 -
|':_ 05
I'~-i VITIS, '( ?

|
11210 (036 sedins.
: "” 1FI15 k\{l



Q;fb° &S Research, Developmen: and Application on Tnformation and Communication Technolpgy

A2

numbers about those vehicles.

Red-light passing detection system: this system
s to detect the vehicles possing the red light
at the cossroads, and give information abowt
those vehicles, _

Black-listed vehicle detection systerm: this
system  detects and  recogmizes the license
numbers of the vehicles passing a port, and
checks if the vehicle is in a black list gven by
the police.

Beside a parking access control system that is very
similar in functioning to the iParking system of
Futech, the Simtech group of Le Quy Don Technical
University [50] introduced a toll payment system.
Two cameras are wsed; a front one to detect and
identify the license oumber, and a 1op ome to
determine the dimensions and type without requinng
the vehicles to stop.

V. CONCLUSIONS

In this paper, different aspects of the two principal
common  vision-based  modules, license  plate
recognition and vehicle classification, of toll payment
systems are discussed, including plate localization,
character segmentalion and recognition, vehicle
detection and classification. This is a preliminary step
to setting up a highway toll payiment system i further
studies. Such a system is nomally composed of two
main modules, afid each module of smaller tasks. each
one 15 addressed by very distinct approaches by
different authors. Moreover, not all the tasks were
considered in every works. as cach system aimed to

solve fairly - different problems  with itz own

L i 5
restrictions; and (he experiment of, each system was

carried out in a different way and on a different data
set. Hence, it 1s impossible to make a comparison Lo
assess  the features of each sysiem  individuslly.
However, in this paper, we would like to give some
remarks and recommendations through the considered
papers.

For plate localization, horizonial and vertical
projections are exposed 1o be a preferable choice due
1o their simplicity and good performance. Moreover, it
is possible to enhance the robustness by simple filters.
In reality. horizontal and vertical projections were

75

widely applied not only for VLP detection, but they
are also a pative and effective approach  for
segmenting the VLI into areas containing individual
characters, However, a necessary condition 1o apply
horizontal and vertical projections is that the VLPs are
well aligned honzontally and vertically, otherwise
more sophisticated methods will be needed to be taken
mnto consideration. For the last phase, OCR, of VLP
recognition, machine learning  schemes  are
dominating, especially the well-known ANN and
SVM. A major advantage of these schemes is that
knowledge on the 1arget patterns is not required in the
implementation  of  these schemes, and the
performance can be adjusted via the network size
However, these schemes can differ a lot in
implementation and [unctioning due to the training
process, as well as the preprocessing of input images.

Detecting mioving objects for veluele classification
15 in peneral done by applving  background
subtraction. This technique is native, straightforward,
and effective, hence widely accepted by authors, For
the classification, each of the two approaches,
calibration and template matching. has its own
advantages and weaknesses. Camern calibration treats
the dimensions of a vehicle individually, hence does
nof require knowledge on the form of vehicle classes,
This is important as some kinds of vehicle can vary a
lot in form and length. In contrast, calibration-based
approach does not lske patiern-related features into
account, thus maght miss  wseful information,
Nevertheless, both approaches can be implemented
together in an advanced system to overcome the
weaknesses of each one,
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