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ABSTRACT

Recently, human - machine interaction (HMI) becomes a hot
research topic because of its wide applications, ranging from
automatic device control to designing and development of assistant
robot or even smart building at sparser scale. One of the most
important questions in this research field is finding out an efficient
and natural method of HMI. Among several channels of
communication, hand gestures have been shown to be an intuitive
and efficient mean to express an idea or to control something. For a
successful hand gesture based interaction between human and
robot, a vocabulary of hand gestures needs to be defined. To
resolve this problem, in this paper, we propose a framework to
study the behavior of Vietnamese in using of hand gesture in
communication with robot. This study allows designing a hand
gesture vocabulary for human robot interaction (HRI)
applications. In the literature, there are no works similar to ours.
This makes our twofold contributions: (1) a proposed framework
for hand gesture recognition: hand gesture vocabulary design,
feature extraction for hand posture representation, hand posture
classification, and hand gesture database construction; (2) some
experimentations are realized to evaluate the defined hand gesture
set that can be used in general situation of HRI. The experiment
results show that the defined hand gesture set satisfies the both
criteria: intuitiveness and recognisability.

Categories and Subject Descriptors

Image/Video Processing, Object Detection and Recognition, Face
and Gesture Analysis, Vision for Graphics and Robotics.

General Terms

Image Processing and Computer Vision

Keywords

Visual recognition, Haar like feature, Cascaded Adaboost
Classifier, Hand Gesture, Wizard of Oz technique.

1. INTRODUCTION

Gesture is an intuitive and efficient mean of communication
between human and human in order to express information or to
interact with environment. In Human Computer Interaction (HCI),

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.

SolICT 2011, October 13—14, 2011, Hanoi, Vietnam.

Copyright 2011 ACM 978-1-4503-0880-9/11/10...$10.00.

112

hand gesture can be an ideal way that a human controls or interacts
with a machine. In that case, the machine must be able to recognize
human hand gesture. Recently, hand gesture recognition becomes a
hot research topic in the HCI and Computer Vision field due to its
wide applications such sign hand language, lie detection, game, e-
learning, human-robot interaction, etc.

In a human robot interaction application, to be able to interact with
human through hand gesture, the robot needs to understand hand
gestures. The recognition will be performed by learning examples
of gestures of interest and then recognizing a given new gesture.
For a successful hand gesture based interaction between human and
robot, a vocabulary of hand gestures needs to be defined and a
gesture based protocol of communication should be understood by
both human and robot. Then a system for hand gesture recognition
must be built so that it could be integrated in the robot for an
automated interaction.

This paper proposes a framework for designing hand gesture set
and a system for hand gesture recognition. For hand gesture
vocabulary, we use the Wizard of Oz technique, which has been
considered as an essential tool for the design of multimodal
interface. For hand gesture recognition, we inspire the idea
proposed by Viola and Jones [1] which has been shown to be very
successful for object detection and classification. Our main
contributions are:

A wizard of oz framework for designing hand gesture
vocabulary, which can be re-used to design other interaction
modality interface (e.g. speech);

A common vocabulary of hand gestures which can be used
for any human robot interaction application without needing
to be redefined;

A database of hand gestures commonly used for human
robot interaction community;

A fully automated hand gesture recognition system which is
available to be integrated into robot for human robot
interaction

This paper is organized in five sections as follows: In Section 2, we
analyze some works relating to the hand gestures acquisition, and
hand posture classification. In following part (Section 3), a frame
work for hand gesture recognition is proposed that includes the
hand gesture vocabulary design, feature extraction for hand posture
representation, hand posture classification, and hand gesture
database construction. Section 4 represents some experimentation
that is performed to evaluate the automatic hand gesture
recognition system. Conclusions and future works are discussed in
Section 5.

2. RELATED WORKS



In the literature, there are two main approaches for acquisitioning
hand gestures: glove-based approach [2] and vision-based approach
[3], [4]. Glove-based approach requires the human to wear a
specific glove. This approach is very fast and accurate. But the
human feels uncomfortable when wearing a sensor-based glove. In
addition, the glove is very expensive. To overcome this drawback,
vision-based approach uses camera to capture visually hand
gestures. The image/video of hand gesture captured by camera will
be next processed by hand gesture recognition system using image
processing/computer vision techniques. With the rapid increasing
of technology, camera becomes more and more cheap and is
ubiquitously used, so the vision-based approach is more
economical and convenient for human - robot interaction in
ubiquitous perceptive environment than glove-based approach.

Vision-based hand gesture recognition approaches could be divided
into two categories: 3D hand model-based approaches and
appearance-based approaches [5]. In this paper, we will analyze
only some typical approaches of each category, mostly the ones
proposed in the context of human — robot interaction, and then
evaluate their performance in order to compare with our proposed
framework.

3D hand modeling approach represents explicitly hand posture
through parameters as angles at junction point and hand pose [6],
[71, [81, [9].- When hand gesture is represented by a 3D model, the
3D parameters of the model will be learnt. The recognition will be
carried out by projecting the 3D model on the image that we need
to detect hand. The recognition consists of looking for a
transformation that minimizes the difference between points on
contour lines of image in question and the projected model.

We found that the 3D hand model-based approach offers a rich
description that allows a wide class of hand gesture. This approach
is ideal for realistic interactions in virtual environment. However, it
has some disadvantages. First, at each frame, the initial parameters
of the model have to be close to the solution; otherwise it is liable
to find a suboptimal solution (i.e. local minima). Secondly, the
fitting process is very sensitive to noise. Thirdly, as 3D hand
models are articulated deformable objects with many DoFs
(Degrees of Freedom), a very large number of images are required
to cover all hand configurations under different views. Finally the
3D model approach cannot handle the inevitable self-occlusion of
the hand when mapping it to 2D plan. For these reasons, most
works based on 3D model are hand tracking because the hand
configuration doesn’t change a lot between two consecutive
frames.

Appearance-based approaches use image features to model the
visual appearance of the hand. In the following, we will study some
methods using visual features for hand modeling and recognition.
Appearance models do not give an explicit representation about
hand structures, but lead a lot of methods for hand recognition.
Features range from global (e.g. entire image, PCA (Principal
Component Analysis) technique) to local (e.g. Haar like feature),
static to motion features, numeric (e.g. oriented histogram) to
structured features (e.g. elastic graphic, ridge and blob). Global
features give a simple learning and recognition but they are not
robust to occlusions. Local features as Haar like give the good
results of recognition. In addition, the computation is very fast.
However, Haar like features require more examples for training
and depend strongly of hand subjects to be learnt. Ridge and blob
are good features for representing structured objects but blob and
ridge extraction is quite sensitive to noise (when connecting ridge
at intrinsic scale) and time - consuming.
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In [10], the author used the entire image of the hand as input of a
neural network to learn and recognize a set of command gestures in
a robot controlling application. The network has four layers (the
input layer, two hidden layers, the output layer). The number of
inputs and outputs equal to the sample resolution of hand posture
(20 x 20, 18 x 20 or 18 x 30). To recognize hand posture in the
image, an active window containing face will be determined. The
skin detection will locate hand in the image based on the relative
position between hand and face and hand posture will be classified
using the trained neural network. The classification is carried out
by computing the distance of the example to the posture set. To
evaluate the algorithm, the authors have built a database of six
posture classes corresponding to A, B, C, 5, Point, V. Each posture
is used to execute a command in a system for locating and tracking
individual speaker (LISTEN). A thousand images have been taken
in different conditions of lighting, background, view, scale. When
the images are of uniform background, the recognition rate obtains
94% while it is reduced significantly to only 75% in case of
complex background. The algorithm has been also evaluated with
Jochen database of grayscale images with resolution 128 x 128, of
ten postures taken from 24 different subjects on white-black or
complex background [11]. The recognition rate attains 93.7% with
simple background images and 84.4% with complex background
images.

The hand posture classification using neural network has following
advantages: the neural network can model more complex
distribution of data than traditional methods. However, it has some
drawbacks: it is not able to describe the model of the data. This is
why one cannot explain why in some cases it works well but not
other cases. In addition, it is very hard to extract rules from neural
network to help analyzer to explain the results. As all others
methods, if the training data are not significant, the network cannot
give good response.

In [12], the authors used Cascaded Adaboost for hand posture
classification using Haar like features. Each Cascaded Adaboost
classifier is trained to recognize a posture class. To classify
postures, the parallel structure of Cascaded Adaboost will be built.
In this work, four postures are considered. The dataset are taken
with webcam at resolution 320 x 240. Each posture class has 450
samples taken at different scale, angle view on simple background.
500 non-hand images are taken as negative images to train the
Cascaded Adaboost classifiers. The recognition rate is about 98%
for each posture class when testing with 100 images. The algorithm
works well even there is a rotation of 15 degree of the hand.

In [13], Haar like features extracted from candidate image window
are inputs of Cascaded Adaboost. Six classes of postures have been
learnt: closed, side point, victory, open, Lpalm, Lback. These
postures are taken in varying conditions. To evaluate the algorithm,
the authors have taken 2300 images of right hand of ten men and
ten women with two different cameras in indirect hand lighting
condition. Images are then normalized to rotation and size. The
authors showed that the Cascaded Adaboost built from 100 weak
Adaboost classifiers gives recognition rate 92.23% with false
recognition rate 1.01*10-8.

As Haar like features are not invariant to rotation, strong change in
illumination and scale, [14] computed SIFT (Scale Invariant
Feature Transform) features and used SIFT descriptor as input
vector for Adaboost. Three hand postures are considered: Palm,
Fist and Six, which are acquisitioned in different conditions. 642
training images are taken from Massey dataset [15]. 450 images of
the Fist posture and 531 images of the Six posture are taken at
different lighting conditions. Background image are taken from



830 images from internet and 149 images taken by the authors. To
evaluate the algorithm, 275 images have been taken from webcam
320 x 240. The recognition rate obtained with Adaboost is 95.4%
in average. The authors showed that the combination of SIFT -
Adaboost is better than Haar - Adaboost, mostly when there is
noise and the background is complex. The SIFT - Adaboost works
still well when the hand rotates an angle of 40 degree. We found
that Adaboost is a good classification method for hand posture
classification. SIFT - Adaboost is still better than Haar - Adaboost
due to some interesting properties of SIFT features. However, SIFT
is very time consuming therefore not suitable for real-time
application.

SVM (Support Vector Machine) has been used for object
classification and recognition. In [16], the authors used active
contour algorithm to determine the human body and hand contour
lines. Some heuristics are used to determine hand on this active
contour. The feature vector is then built from the coordinates of the
four points: top of head and fingertip, feet position and the
shoulder. Two subjects participated into experimentation. Five
videos are captured. The SVM is used to recognize “Pointing”
gesture and obtained recognition rates 71% when hand is observed
from side camera and 94.4% in case of frontal camera.

Techniques for hand gesture recognition depend of features and the
method used for hand representing. Cascaded Adaboost is a good
accompany of Haar like features, first to reduce the number of
features to be considered, secondly, to reject rapidly non-candidate
hand gestures. The recognition rate is about 92%. The combination
of SIFT and Cascaded Adaboost gives better recognition rate than
Haar like features and Cascaded Adaboost. However, SIFT is time-
consuming and not widely used for real-time applications. SVM is
a typical classifier for all types of numeric features. However,
currently the using of SVM for hand gesture recognition does not
obtain good result. Neural network is used in some cases and give
quite good results.

For dynamic hand gestures, HMM (Hidden Markov Model) is
commonly used in signal processing and also in hand gesture
recognition [17], [18]. Generally, each state of HMM represents a
configuration of hand (hand posture) and the number of nodes in
HMM represents key configurations representing dynamic hand
gesture. The using of ANN (Artificial Neural Network) in the
choosing of the best state that fits the observation data is a good
solution in the framework of HMM [19]. It gives a better
recognition rate (90%) than using only HMM. However ANN is
time consuming.

In conclusion, there is no exact answer for the question: which
method is the best for hand gesture recognition. The recognition
rate reported in the cited papers is not evaluated on the same
database. In general, each work has been evaluated on a database
built by the authors themselves according to the application
context. Some of databases are published for research use. But it is
necessary to rebuild database for a specific application. In addition,
this gesture set, as proposed by researchers, is imposed for human
without considering if they do this in a comfortable manner or not.
Beside, the methodology for designing and building a hand gesture
database has not been mentioned yet in all related scientific papers.

For these reasons, in this paper, we would like to deal with two
main problems: (1) designing a common hand gestures for research
use in human robot interaction (HRI); (2) building an automated
hand gesture recognition system for HRI applications.

3. PROPOSED FRAMEWORK FOR HAND
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GESTURE RECOGNITION

We would like build a fully automated hand gesture recognition
system for human - robot interaction applications. The term “fully
automated” means that no manual intervention needs to be required
during the communication between human and a robot. In many
applications such as assistant robot in a library or museum; static
hand gesture is enough to explain a control or an attitude of the
human to the robot. Therefore, in this paper, our framework will
deal only with static hand gestures.

3.1 Proposed framework for hand gesture

recognition

We propose a framework consisting of two main processes:
training and recognition (Figure 1). Training process aims to learn
hand gesture classifiers while the other process performs the
classification of a given hand gesture into a predefined hand
gesture category. The whole system is composed of the following
main modules:

and

Feature Extraction module extracts significant
discriminant features for hand representation.

Classifier Learning module learns classifiers for each hand
gesture category.

Hand detection and gesture recognition: Given a new
image, this module scans all extracted regions at different
scales and it will determine if the candidate region contains
a hand and which hand gesture category it belongs to.

e |
“ i Feature Classifier

E % Extraction Learming
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Figure 1: Proposed framework for hand gesture recognition

In order to realize a fully automated hand gesture recognition
system, we identify the following tasks:

Task 1: Define a hand gesture set that is considered in
human - robot interaction.

Task 2: Choose the best features for hand representation
and a convenient method for feature extraction.

Task 3: ldentify a method of hand gesture classification
which is suitable to the above hand representation.

Task 4: Build a hand database for training and evaluation of
the recognition system.

In the following subsections, we will describe in more detail each
task and identify our contributions in each task.

3.2 Hand gesture vocabulary design



3.2.1 Framework of hand gesture vocabulary design
The framework of designing hand gesture vocabulary is presented
in Figure 2. It consists of four main blocks: (1) definition of
interaction scenarios, (2) human - robot interaction (HRI)
observation in each scenario by camera; (3) hand gestures
extraction and analysis; (4) definition of hand gestures set. In the
second block, a set of people will be invited to participate into
interaction with the robot without knowing that their interaction is
registered (we refer to the Wizard of Oz technique - an efficient
way to examine user interaction with robot). This allows obtaining
the most natural HRI.
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Figure 2: Framework of designing hand gesture vocabulary

3.2.2 Definition of HRI scenarios

In order to study the behaviors of Vietnamese in communication
with robot and to build a set of hand gestures, we define a series of
HRI scenarios in a simulated library context. It needs to be noted
that this simulated context is not a special context, so the HRI
studied in this context can be used and extended too many other
contexts. The scenarios must be basic and simple which allow
subjects play them easily and exactly.

The simulated library is a room of size 3m x 3m in which we equip
some tables, chairs, bookshelves. All are similar to a reading room
in the library so that the human can feel as in a real library. In this
context, the scenarios are played by two actors (a human and an
assistant robot in the library). We focus on some general and basic
demands that a human needs and often uses in the library, e.g.
human wants to look for a room, a book/paper/magazine, or he/she
wants to know more about the history of library, the library map,
the book/paper/magazine brief ... or even wants to know about the
robot’s services in the library, etc.

To define interaction scenarios, we invent situations and assign
roles to a human and a robot. The scenario can start with a human
entering into the library, learnt that there is a service robot, he
looks around the room to find the robot, then calls the robot
coming near to him to ask some services like looking for a book;
asking to know more about the book; looking for a room; etc.
During the playing, the human can do anything (by gesture or
voice) to explain his demand or his attitude to the robot. Once all
demands are responded/refused, the human feels (un)happy to pass
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the time in the library, he ends the interaction with the robot and
goes outside. Figure 3 extracts a frame of a scenario in which a
human is interacting with the assistant robot in the library.

Figure 3: An example of scenario in which a human asks the
robot to know more about the abstract of a book to which his
hand is pointing. The robot will answer the human by synthetic
voice using Vietnamese speech synthesis system.

Although these scenarios are played in the context of a library with
library specific operations, we will only study behaviors of human
interacting with the robot in the most five common situations: call
the robot; point to something for a service; agree or disagree with
the robot’s answer, finish the interaction.

3.2.3 HRI observation

Once scenarios are defined, we start filming the scene with three
cameras to assure that all in the scene are visible. In order to study
the hand gesture set of Vietnamese in HRI, a multimodal corpus
(video/audio) was built with twenty-two native Vietnamese people
(eleven males and eleven females) with a mean age of 23. There
are fourteen right-handers, and eight left-handers. These people
have the same awareness and knowledge level.

To be able to obtain the natural HRI, we say to the human that we
would like to fest the robot’s abilities, i.e. the performance of
speech and gesture recognition system embedded on robot while
interacting with human. People do not know that robot is
controlled by an anonym technician in another room.

All people are asked to express five different demands above by
using their voice and hand gestures. All twenty two peoples play
two times all the defined scenarios, yielding 66 video files (22
subjects x 3 cameras). All videos files are recorded in the same
format avi, sampled at 25 fps with resolution 352 x 280. After
selecting and editing, we have obtained 850 clips (corresponding to
459 scenarios) that only present one hand gesture per one scenario.

3.2.4 Hand gesture analysis and proposed hand

gesture vocabulary
All 850 clips selected from the database are analyzed. The analysis
should answer to the following questions:

Which gestures are used in each scenario?

How are gestures characterized?

A hand gesture is defined as a sequence of movements of hand
postures. In general, a gesture is composed of three phases:



preparation; execution; finish, but we are interested only in the
execution phase.

Table 1: The hand gestures are using to express the five
different commands: Call robot, point to an object, Agree or
Disagree with robot’s answer, and Finish the interaction with

robot.

Type Ilustration Description Per.

Calll hand open, wave, hand hollow 029
down

Call2 hand open, wave, hand hollow up 8%

Pointl open, hand point, not change hand 239
shape ‘

Point2 close, forefinger points, not change 7%
hand shape

Agreel fingers close, but the thumb up 61%
fingers open, but forefinger and .

Agree2 thumb close 30%
fingers close, but forefinger and

Agree3 middle finger make the victory | 4%
symbol

Agree4 hand clap 5%
Fingers open, hand moves left, then

Disl right, then left, not change hand | 82%
shape

. close, forefinger points down, not o

Dis2 change hand shape 18%
Fingers open, hand moves left, then

Stopl right, then left, not change hand | 94%
shape
fingers close, but forefinger and

Stop2 middle finger make the victory | 6%
symbol

The analyzed results show that:

There are two interesting differences between the human -
human interaction and the HRI: (1) Vietnamese use hand
gesture more often to impress robot than they do in human —
human; (2) the performing time for one gesture in the case
of HRI is longer than the one of human — human interaction,
because they need to keep the gestures until obtaining the
robot’s response. Therefore, in almost scenarios, the
amplitude and speed of hand movement are categorized into
average group, not narrow and fast group as we expected.

For each scenario (the same context and the same
command), several types of hand gestures are used. For
example, in order to call the robot to come, Vietnamese use
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two different hand gestures (calll and call2), but to express
an agreement with robot’s answer, they present four
different ones (agreel, agree2, agree3, agree4) (see Table

1.

The designing of a hand gesture vocabulary needs to satisfy two
following criteria: (1) the comfortableness for human when doing
it; (2) the recognisability for system when observing it.

The first criterion is assured by choosing hand gestures that are
mostly used by human when interacts with the robot. As analyzed
results in Table 1, five following hand gestures maybe selected:
Calll (92%), Point2 (77%), Agreel (61%), Disl (82%), Stopl
(94%). But it is easy to realize that Vietnamese people use a same
hand gesture to express two different commands: disagree with
robot (Disl) and end the interaction (Stopl). To assure the
recognisability of the system (hand gestures need to be distinct),
we have decide to choose the gesture Dis2 for expressing a
disagreement with robot’s answer. In conclusion, five following
hand gestures (the bold one in Table 1) will be selected in the hand
gesture: Calll (92%), Point2 (77%), Agreel (61%), Dis2 (18%),
Stop1 (94%).

3.3 Feature extraction for hand posture

representation

As analyzed in the related works section, Haar-like feature is a
good candidate for hand posture representation due to its simplicity
and efficiency for computation. Therefore, in our work we
proposed to use Haar-like features. Haar- like feature is composed
of ”black and white” rectangular features characterized by a corner,
size (width, height) and orientation (00 or 450) and a value. The
value is the difference between the sum of all “white” pixel values
and the one of all “black” pixel values. These values are computed
in a very fast manner using integral image technique. For each
image, the algorithm of computing Haar-like feature is described in
the Figure 4. The output of the algorithm is a set of Haar-like
features representing the input image.

Input Image
‘ Integral Image Computation ‘

= mim

Haarlike
computation

Haar-like
features set

Figure 4: Algorithm of Haar-like features extraction.

3.4 Hand posture classification

Although the technique of integral image gives a quick
computation of Haar-like feature, the number of features computed
for one image is very big. This number is much bigger than the size
of the image - over complete problem. For example with the image
of size 22 x 22, the number of features is about 100000. If we
represent an image by a very big number of features like this, the
searching for correspondence will be not efficient. In addition,



among extracted Haar-like features, it is not true that all features
are significant and discriminated for posture classification.

The Adaboost algorithm has more advantage than other learning
machine techniques because it discards lots of non-significant
features for hand detection. Therefore, at classification phase, in
order to reduce the computation time, only a little number of
features (7 - 35 in our experiment) will be used.

The main advantage of the integration of Adaboost in a cascaded
architecture is that it allows improving the execution speed of
classifier because the Adaboost integrated cascade can reject
rapidly all candidates which are not hand posture. A candidate will
be classified into one category if the candidate has passed all the
cascade layers.

To reject as soon as possible all negative examples, the architecture
cascade will be used. If the classifier has K stages, fi , di are max
false alarm rate, and min detection rate of the stage i, respectively.
The false alarm rate F and detection rate D of whole cascade will
be calculated as following:

" o
F=;ﬁ-, D=Zdl

In reality, each stage can have different max false alarms and min
detection rates. The next stage has the smaller false alarm rate and
bigger min detection rate than the previous ones. However, the
number of features to be learnt will be bigger. The bigger number
of features is, the longer computation time is. In practice, for
simplifying, we set f; and d; to the same value, hence in this case,

E=fF andD=d"

Figure 5 represents the architecture of Cascaded Adaboost
classifiers for hand posture classification.
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Figure 5: Architecture of Cascaded Adaboost classifiers for
hand posture classification

Given a new image, one sub-window is scanned across the image
at multiple scales and locations. Initially, the size of the sub-
window is set by the size of positive samples, then it is increased
up with a ratio s defined until the size of the sub-window is less
than or equal to the size of the image. The smaller s value is the
higher accuracy is. But the small s value will make an increasing of
the computing time. The sub-window is also scanned across
location. Subsequent locations are obtained by shifting the sub-
window some number of pixels (f). The values of s and S will
affect to the detector speed as well as the accuracy. In our
experiment, we set s, and f§ value to 1.1 and 1, respectively. For

17

each sub-window, if the area in the sub-window has the same
features with the positive images, it is a region containing the
gesture.

3.5 Hand gesture database construction

In order to build a hand gesture database, we have set up a room
for recording session in indoor environment (Figure 6). In order to
have a several points of view, we use two cameras. As we want all
video flux coming from two cameras are synchronized, we have
developed a recording tool that allows to record and display videos
coming from camera and the PC screen content. This allows actors
to know roughly trigger sources for each gesture. Finally, we have
recorded a hand gestures database for 20 Vietnamese participants
including 10 females and 10 males with the age from 20 to 30 year
old. As results, our hand gesture database contains 1200 videos (3
video for each gesture x 20 subjects x 2 backgrounds (uniform and
complex) x 2 cameras X 5 gestures) with 5 seconds of duration.

4. EXPERIMENTATION

This section contributes to evaluate:

If the hand gesture set defined by the Wizard of Oz
technique satisfies the recognisability.

If proposed hand gesture recognition system is automated
and reliable enough to be applied in real human robot
interaction application. While evaluating the performance of
the proposed system, the recognisabilty of hand gesture set
will be deducted.

Camera2

Figure 6: Recording setup for building the training database

4.1 Dataset and parameter setting

In our experimentation, we define the two different experiments:
Dependent subject experiment and independent subject experiment.
In the both experiment, we always use our entire hand gesture
database for training the recognition system that included 1200
positive images (60 images per persons x 20 subjects) and 1500
negative ones for one hand gesture. Thel200 positive images set of
each hand gesture is built under the same neon light condition but
with two different back ground: 600 images in the uniform back
ground and 600 ones in the complex back ground.

In the dependent subject experiment, we collect a small database of
two subjects (one man and one woman, 500 positive images, and
50 negative one for each hand gesture, and for one subject) in the
training corpus to test the system.

As mention in [16], we use the same parameter setting of Cascaded
Adaboost classifier in our recognition system: stage number is 30,
the max false alarm F is 0.5, and the min detection rate D is 0.995.



For all five different hand gestures, we use the training corpus to
train the five different classifiers.
4.2 Criteria for performance evaluation of the

recognition system
The system was evaluated by two criteria: the recognition
capability and the computation time.

To evaluate the recognition capability of the system, we used recall
and precision rate. In a classification task, the precision and recall
for a class are defined as follows:

Precision = TP/(TP+FP)
Recall = TP/(TP+FN)

where:

TP (True Positive) is the number of items correctly labeled
as belonging to the positive class.

FP (False Positive) is the number of items incorrectly
labeled as belonging to the positives class.

FN (False Negative) is the number of items which were not
labeled as belonging to the positive class but should have
been.

Precision can be seen as a measure of exactness or fidelity,
whereas recall is a measure of completeness. In even simpler
terms, a high recall means you haven't missed anything but you
may have a lot of useless results to sift through (which would
imply low precision). High precision means that everything
returned was a relevant result, but you might not have found all the
relevant items (which would imply low recall).

To evaluate the computing time of the system we calculated the
number of frames that the system can recognize per second.

4.3 Experimental Results
To evaluate the performance of the system, we have conducted two
experiments:

The first experiment aims to evaluate the performance of the
system when recognizing the hand gestures of two subjects
which have participated in the training system. We call
“Dependent subject experiment”.

The second experiment evaluates the performance of the
system with hand gestures coming from four new subjects.
We call in this case: “Independent subject experiment”.

In both experiment, for each subject, we take 500 positive images
and 50 negative images of his/her hand gesture to evaluate.

Table 2 shows precision and recall for each class of hand gesture.
The average of recall and precision rate of all gestures is 88% for
both dependent subject experiments and independent subject
experiments. The results show that the proposed gesture set
satisfying recognisability criterion. The processing time is about 18
fps on a dual core 2.66 MHz, RAM 2GB PC system. It allows the
use of the gesture set real-time video applications.

5. CONCLUSIONS AND FUTURE WORK

This paper studies the behavior of Vietnamese in using of hand
gesture in communication with robot. The study has been carried
out through a wizard of oz framework. The proposed framework is
general and could be used for all other studies aiming finding out
other interaction methods (e.g. using speech). Results obtained

from this study are a hand gestures set commonly used in particular
by Vietnamese for five different commands that all HRI
applications should concern. The results obtained in the two
experiments show that the hand gesture set is recognisability by the
recognition system. The high values of recall and precision
indicate that the proposed five hand gestures are distinct, and the
proposed hand gesture automatic recognition system can
distinguish easily the designed hand gesture set. It could be
conclude that these five hand gestures have been designed
satisfying comfortableness and recognisability criteria. It allows
stating that this hand gesture set can be reused in the domain
without requiring redesigning it. On the other hand, the first results
on the performance of proposed system allows us to confirm that
our hand gesture automatic recognition system could be use in
many factual applications of human - robot interactions.

In the future, we will build and test real human robot interaction
applications using this set of hand gesture combining with other
modality such as speech. The human - robot interaction in fact
always is multi-modalities. Human often use instinctively not only
the both speech and gestures but also the face, body in his/her
interaction with another. Hence, understanding not only the
human’s hand gesture, but also the others human modalities could
help robot to interact with human in natural way.

Table 2: The recognition results of the both experiments: Independent
subject experiment and Dependent subject experiment

Dependent Independent
subject subject
Posture | Illustration experiment experiment
Recall | Precision | Recall | Precision

Call 89% 93% 93% 96%
Agree 67% 72% 74% 76%
Disagree 98% 96% 93% 88%
Point 92% 95% 89% 87%
Stop 95% 89% 94% 95%
Mean 88% 89% 88% 88%
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