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Abstract-Phase synchronization issue, that is caused by spot
ting gestures from video stream, varying frame-rates, speed 
of subject's implementation, should be overcome in developing 
Human-Computer Interaction (HCI) application using dynamic 
hand gestures. This paper tackles an interpolation technique to 
efficiently solve this issue. We firstly propose a new representation 
of dynamic hand gestures space that consists of both spatial and 
temporal features extracted from the hand gestures. The spatial 
features are extracted based on a manifold learning technique 
(ISOMAP) that takes into account non-linear features (e.g., poses 
of hand, illumination conditions, hand-shape differences). The 
temporal features handle hand movements thanks to Kanade
Lucas-Tomasi (KLT), good feature points tracking algorithm. We 
then propose an efficient interpolation scheme on the constrncted 
space of hand gestures. This scheme ensures inter-period phase 
continuity as well as normalizes length of the hand gestures. We 
examine the proposed method with three different large datasets 
of dynamic hand gestures. Evaluation results confirm that the 
best accuracy rate achieves at 98 % that is significantly higher 
than results from previous works (at 94%). The proposed method 
suggests a feasible and robust solution addressing technical issues 
in developing HCI application using the hand gestures to control 
home appliance devices. 

I. INTRODUCTION 

Designing and developing dynamic hand gesture recogni
tion systems have been stimulated for home appliances [1] 
thanks to recent advantages of machine learning algorithms 
as well as achievement of RGB and Depth sensors (e.g., 
Microsoft Kinect [2]). To achieve robust and accurate systems, 
there are technical issues that should be overcome. Phase 
synchronization, that ensures consistent matching of a pair 
between probe and gallery image sequences, is one of the 
typical problems. Inconsistent phasing appears due to spotting 
gestures from the video stream. Although many video segmen
tation techniques could be applied [1], [3], [4], most of them 
require pre-determined thresholds to cut starting and ending 
points. As a result, gesture image sequences are different 
in length. Another reason could be the variation in speed 
of subject's implementation and or video stream is captured 
at different frame rates. To solve this issue, Dynamic Time 
Warping (DTW) usually is utilized for registering two tem
poral sequences. Other approaches are inspired by temporal 
interpolation techniques so that the interpolated videos are 
normalized by a pre-determined length of the sequence. This 
paper argues two above-mentioned techniques addressing the 

phase synchronization issues, which gives better performance 
for a dynamic hand gesture recognition system. 

In this paper, the problem of phase synchronization is 
constrained on periodic hand gesture image sequences. The 
periodicity hypothesis is based on characteristics of the de
signed gestures which an end-user changes hand shapes in 
a cyclical pattern during a hand movement in our previous 
work [1]. Along a so-called hand-path (trajectory), moving 
direction represents the meaning of a gesture corresponding 
to a control command to the home appliance. They are five 
dynamic gestures: on/off, left, right, up and down (e.g., Fig. 2 
shows on/off gesture). For such dataset, the practical issues 
relating to the phase synchronization consist of: too short 
gestures (only a few postures) or too long gestures (with 
many hand postures), non-uniform sampling rate or motion 
fluctuations appearing in a periodic hand gesture. These issues 
could make a phase registration technique discarding useful 
cues due to inter-period phase continuity. In our previous 
work [1], DTW algorithm was adopted to align two hand
shape image sequences. A pair of hand shapes is compared 
through a (dis)similarity measurement in which hand shapes 
are projected into a PCA (Principal Component Analysis) 
space. Because of frame-to-frame comparisons, DTW-based 
approaches could not infer phase continuity. As a consequence, 
recognition rate is degraded due to missed-alignment of two 
sequences. In this study, we deal with the phase synchroniza
tion issues by inspiring a temporal interpolation technique. The 
key idea is that a hand gesture sequence is normalized by a 
pre-defined length of the sequence. The proposed interpolation 
scheme is based on evaluating similarities on whole sequences. 
Instead of aligning a pair of hand shapes, we solve the missed 
phase for the whole sequence of frames to take into account 
the inter-period phase continuity. 

To this end, hand shapes are exploited through an isometric 
feature mapping algorithm (ISOMAP [5]). ISOMAP is one 
of the most basic manifold learning algorithms that tries to 
preserve a different geometrical properties at all scales. We 
firstly represent hand gesture sequences in a new space whose 
dimensions are combined from the most important features 
extracted from ISOMAP and the hand trajectory. Given a 
dynamic gesture, we deploy the proposed interpolation scheme 
on each dimension of this new space to reconstruct a new 
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Fig. 1. The proposed framework of hand gesture recognition 

image sequence with the pre-determined number of frames. 
The support vector machine (SVM) technique [6] is utilized to 
assign gesture label of the interpolated sequence. We evaluate 
performance of the proposed approaches by comparing with 
DTW-based approaches on three datasets presented in [1] and 
[7]. The achieved performance is very competitive. 

The rest of paper is organized as follows. Section II surveys 
related techniques of the dynamic hand gestures recognition. 
Section III describes the proposed techniques. Section IV 
reports the experimental results. Finally, Section V concludes 
works and suggests further research directions. 

II. RELATED WORK 

There are uncountable solutions for developing a vision
based hand posture/gesture recognition system in the literature. 
Readers can refer good surveys such as [8], [9], [10], [11]. For 
detecting and recognizing hand gestures from a video stream, 
most of the related works have to deal with common issues 
such as the complexity of hand shapes, a variation of gesture 
trajectories, cluttered background, light conditions, changing 
velocity, and missed phases in the dynamic gestures. The 
phase synchronization issue has been particularly interested 
in many relevant works. For example in [12], [13], [14], 
the authors proposed to use Dynamic Time Warping (DTW) 
technique. The DTW is adopted from time series analysis 
domain. Additionally, Hidden Markov Model (HMM) and its 
variant are preferred to solve state issues what appear in an 
image sequence of the hand gestures. 

The temporal and/or spatial interpolation has been devel
oped and considered in many topics of computer vision such 
as video editing, video compression or matching/recognizing 
dynamic action, and so on. The interpolation idea has been 
deployed based on the example-based methods. These ap
proaches typically try to generate a high frame-rate video from 
a single/multiple low frame-rate video [15], [16]. Solution 
[17] enhanced the spatial and/or temporal resolution of videos. 
Another spatial-temporal resolution issue [18], [19] from two 
sequences that ones with high resolution and low frame rate, 
the other with low resolution and high frame rate. Temporal 
interpolation is utilized in image space [20]. In particular, 
an interpolation approach [21], [22] deals with low frame
rate videos for gait recognition. They proposed techniques for 
creating a periodic temporal super resolution. In this work, 
we inspire a temporal resolution technique from raw dynamic 

gestures. The interpolated video sequences are considered as 
normalized sequences in terms of length of the sequence. Its 
performance is compared with conventional phase synchro
nization technique that is based on DTW algorithm. 

III. PROPOSED APPROACH 

Our proposed framework, as shown in Fig. 1, composes of 
three main components: hand gesture extraction, hand gesture 
representation and recognition. Each component consists of 
a series of cascaded procedures. First, to extract the hand 
gestures from a video stream, we rely on techniques presented 
in [1]. To make paper be consolidated, we summarize briefly 
these steps in Sec. III-A. In the upper panel of Fig. 1, we 
propose a new approach for gesture representation with phase 
synchronization. To be more easily comparing with [1], the 
corresponding steps in [1] are shown in the lower panel. 
Instead of using peA as [1] for a linear dimension reduction, 
we use non-linear technique (ISOMAP). We then combine the 
most important features extracted from ISOMAP space (spatial 
features) with movement features based on KTL (temporal 
features) to create gesture representation. This feature vector is 
finally interpolated to obtain the one with a desirable temporal 
resolution. Finally, SVM classifier is applied to predict the 
label of gesture. In Sec. III-B, we present in detail sub-steps 
of our proposed hand gesture representation. 

A. Brief summary of hand gesture extraction 
1) Pre-processing: Depth and RGB data captured from 

the Kinect sensor [2] that are not measured from the same 
coordinate system. In the literature, the problem of calibrating 
depth and RGB data has been mentioned in several works for 
instance [9]. However, the calibration method of Microsoft is 
utilized due to its availability and ease to use. 

2) Hand detection and segmentation from still images: 
First, human body region is separated from background using a 
background subtraction technique. A Gaussian Mixture Model 
[23] is adopted because this technique is real-time computation 
and achieve reliable results in [1]. From extracted human 
body, hand candidates are continuously extracted based on the 
distribution of depth image [24]. 

3) Hand gesture spotting: A dynamic hand gesture is 
an image sequence consisting of consecutive hand postures. 
Length of such sequences may vary in time. In a real applica
tion, it is a critical task to determine the starting and ending 
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Fig. 2. Examples of gesture spotted from continuous sequences of frames. 

Fig. 3. Optical flow and Trajectory of the go-right hand gesture. 

instances of a hand gesture. In this study, all pre-defined ges
tural commands have the same hand shape/posture at starting 
(opened hand) and ending times (closed hand). Moreover, 
hand shapes appearance within a gesture are underlying a 
cyclical pattern. These properties are utilized to deploy gesture 
spotting techniques. Fig. 2 shows some examples in which 
hand gestures are spotted in different length or duplicating 
frame at starting and ending points. (e.g., the sequences in 
Fig. 2(b)(c) are more shorter sequence than in Fig. 2(a)(d), 
there are many duplicating frames at start/ending point in Fig. 
2(d». 

B. Hand representation from spatial and temporal features 
In common situation, a dynamic hand gesture consists of 

consecutive hand postures which are variant in both temporal 
and spatial dimensions. We propose a new representation of 
dynamic hand gesture combining both spatial and temporal 
features. Sections below will explain how these features are 
extracted. 

1) Temporal features extraction for characterizing hand 
movement: In the last years, many methods have been pro
posed for extracting temporal features of human actions. Aim
ing at stable and real-time algorithm, we select KLT (Kanade
Lucas-Tomasi) tracker to extract hand movement trajectory. 
This technique combines the optical flow method of Lucas
Kanade [25] and the good feature points detection method of 
Shi-Tomasi [26]. It was widely utilized in the literature for 
object tracking, motion representation. In this study, KLT is 
done through following steps: First, we detect good feature 
points on the current frame of the image sequence. Then 
we track these good feature points in the next frame. This 
is repeated until the end of the frame sequence. Connecting 
tracked points in the consecutive frames creates a trajectory of 
the hand movement. Because many trajectories are generated 
at a certain time, we select twenty most significant ones to 
represent a gesture. Each trajectory composes of K good 
feature points {PI, P2, ... , P K }. Each point Pi has coordinates 
(Xi, Yi). Taking average of all points gives a average trajec
tory G = [Pl,P2, .'.,PKJ. This average trajectory represents 
a representative gesture's direction. Those are the temporal 
features extracted from an image sequence of a hand gesture. 

Fig. 4. a) 3D manifold of hand postures belonging to five gesture classes. 
b) Residual Rd of each hand gesture class. Each color presents one gesture 
class. 

Therefore, the temporal feature Tr<Jr of each dynamic hand 
gesture G is presented as the following (1); 

Tr<Jr = {(Xl, Yd, (X2, Y2), ... , (XN, YN)} (1) 

Figure 3(a) illustrates tracked points from several frames. 
Fig .3(b) illustrates trajectories of twenty feature points and 
the average trajectory of a Right gesture in spatial-temporal 
coordinate. Red circles present coordinates of the good feature 
points Pi at frame i (i = [1, N]). Blue squares represent the 
average Pi. 

2) Spatial features extraction for characterizing hand 
shapes: A hand gesture composes of many hand postures, 
and as the results, a hand gesture creates a high-dimension 
feature space. In our previous work [1], we used PCA, a linear 
dimension reduction technique, to reduce the dimension of 
a static hand posture. However, dynamic hand gestures are 
rendered from various poses of hand, illumination conditions, 
hand-shape differences. These factors which non-linear fea
tures require more sophisticated algorithms to properly extract 
features/manifold from an original feature space. Difference 
from [1], in this study, we construct a low-dimension space 
of hand postures by utilizing a manifold learning technique, 
that aims to deploy a non-linear dimensionality reduction [27]. 
The manifold learning algorithms try to preserve a different 
geometrical property of the underlying manifold. Popular 
non-linear manifold learning algorithms include the isometric 
feature mapping (ISOMAP) algorithm [5], the locally linear 
embedding (LLE) algorithm [28], and the Laplacian eigen
maps (LE) algorithm [29]. The ISOMAP technique is selected 
in this study because it captures better intrinsic structures 
of hand postures. The ISOMAP technique preserves the best 
geodesic distances between any two data points in the original 
high-dimensional space [5]. It is simple to implement and runs 
much faster than other manifold learning techniques. 

Given a set of N segmented postures X 
{XI,X2, ... ,Xi, .. "XN} whose element Xi is of 
different size. We resize all of them to same size 
of (100x100) pixels then reshape each to a row 
vector of size (1,10000). The input set of hand 
postures becomes Z {Zl, Z2, ... , Zi, ... , ZN} where 
Zi = reshape(X;, 1, 10000), X: = resize(Xi, 100, 100). 
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Fig. 5. Distribution of dynamic hand gestures in the low-dimension. 

The ISOMAP algorithm takes Z as input and 
computes the corresponding coordinate vectors 
Y = {Yi E Rd , i = 1, ... , N} in the d-dimensional manifold 
space (d « D). The ISOMAP algorithm comprises the 
following three steps: constructing neighborhood graph, 
computing the pairwise geodesic distances and building 
d-dimensional embedding. An important issue concerning 
the ISOMAP algorithm is how to determine the dimension 
d of ISOMAP space. The residual variance Rd is used to 
evaluate the error of dimensionality reduction between the 
geodesic distance matrix G and the Euclidean distance matrix 
in the d-dimensional space Dd. We analyze the residual error 
Rd as shown in Fig. 4(b) and observe that when d > 3, 
the residual error does not reduce significantly for all five 
gesture classes. Therefore, d = 3 is chosen to extract three 
most significant dimensions for hand posture representations. 
Three first components in the manifold space are extracted as 
spatial features of each hand shape/posture. A dynamic hand 
gesture then is represented as following: 

Y~ = {(Y1,1, Y1,2, Y1,3), (Y2,1, Y2,2, Y2,3), ... , (YN,l, YN,2, YN,3)} 
(2) 

Figure 4(a) illustrates 3-D manifolds of five different hand 
gestures. Each manifold traces a closed non-linear curve in the 
embedded space. The curves intersect at starting and ending 
points of each dynamic gesture. The fact that all five classes 
have the similar starting and ending hand shape so they are 
projected at the same regions in the manifold space. Other 
parts of the curves are distinguished from one gesture to others. 
Inter-class variances obviously are more increased through the 
proposed manifold space. 

3) Combination of the spatial and temporal features: The 
extracted spatial and temporal features are combined to com
pletely represent dynamic hand gestures. We define a dynamic 
hand gesture GTS with N images as (3). Where (Xi, Yi) are 
taken from (1); Yi,j taken from (2); i = 1..N;j = 1..3: 

Xl X2 XN 

Yl Y2 YN 

GTS = [PI P2 Pn] = Yl,l Y 2 ,1 YN,l (3) 
Yl,2 Y2,2 YN,2 

Y l ,3 Y2,3 YN,3 

Figure 5(a)-(e) illustrates new representations in 3-D space 
of five different hand gestures. In comparison with Fig. 4, 

Fig. 6. Five dynamic hand gestures in the 3D dimension. 

separation between five gestures are clearer than that is pre
sented in Fig. 4. The main reason is that the extracted temporal 
features are embedded in this new space/representation. Fig. 6 
confirms inter-class variances when whole dataset is projected 
in the proposed space. In particularly, cyclic patterns of the 
hand gestures are presented as closed-circles. The Turn 
on_off gestures consist circles around the zero point. The Up 
dynamic gestures are presented in cyan. The Down dynamic 
gestures are presented in magenta curves. The Left, Right 
dynamic gestures are presented in red, and green curves, 
respectively. 

C. Phase synchronization using hand posture interpolation 

By utilizing both spatial and temporal features to represent 
a dynamic hand gesture, comparison between two gestures, 
e.g., one from gallery and another from probe, could be 
straightforward implementations (e.g., using cross-correlation, 
RMSE measurements). However, inter-period phase would be 
discarded. In other words, periodic pattern of image sequence 
has been omitted. To overcome this issue, we deploy an 
interpolation scheme so that hand gesture sequences have 
same length, and maximize inter-period phase continuity. 
We propose a scheme based on piecewise interpolation and 
similarity measurement between two adjacent points in the 
proposed hand gesture space. Supposing M is the desired 
length for each gesture, given G T S = {PI, P2 , .•. , PN} at 
time instances (tl, t2, ... , tN) respectively, a distance vector 
of G TS is calculated by Dinter = {di ; (i = 1, ... ,N - I)} 
where di = IIPi - Pi +1112 is Euclidean distance between two 
consecutive postures Pi and PHI. 

In case a dynamic gestures consists of N hand postures 
which is lower than the pre-defined length M (N < M), 
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Fig. 7. a, c) Original hand gestures. b,d) corresponding interpolated hand gestures 

we find a maximal distance from vector Dinter (dmax = 

max( Dinter)). This furthest point is the first priority to 
do the interpolation. Then the interpolated point is inserted 
between them. Denoting Pi = [Xi,Yi, Yi,1, Yi,2, Yi,3jT and 
P H1 = [XH1' YH1, Yi+1,1, Yi+1,2, Yi+1,3jT are two furthest 
points, a new point P* is inserted as defined in (4): 

The length of the new sequence after inserting P* is N + 1. 
This procedure is iterated until the sequence length reaches 
M postures. 

In case N > M, we find a minimal value of vector Dinter 
(dmin = min(Dinter)) between two nearest points, supposing 
Pi, P H1 . We then eliminate one from these two points as 
follows (5): 

[(di- 1 <di+l)&(i;6N-1)]or[(i=1)] 

[(di-l>di+l)&(i;61)]or[(i=N -1)] 
(5) 

Figure 7 presents some results of the interpolation procedure 
with the same length of sequence M is equal to 20. The 
number of postures in Fig. 7 (a) is equal to 10. In Fig. 7 
(c), the number of postures is up to 28. Fig. 7 (b),(d) are 
two interpolated hand gestures after applying the interpolation 
procedure. 

D. SVM-based hand gesture recognition 
Dynamic hand gesture recognition is performed by using 

multi-class SVM classifier. The input of multi-class SVM clas
sifier is feature vectors extracted from interpolated sequence 
F(I,5 * M) as defined in (6): 

The output of multi-class SVM will be one value among 
{O, 1,2,3, 4} corresponding to the gesture elements: {Turn 
On_of f, Up, Down, Left, Right}. 

IV. EXPERIMENTAL RESULTS 

The proposed framework is warped by a C++ program and 
a Matlab program on a PC Core i5 3.lOGHz CPU, 4GB RAM. 
We evaluate performance of the hand gesture recognition on 
three different datasets: MSRGesture3D [7]; MICA 1 and 
MICA2 [1]. We conduct two evaluations: The performance of 
the proposed method when temporal resolution M is changed, 

Fig. 8. The dynamic hand gesture recognition results with the difference 
interpolation thresholds. 

Fig. 9. The best dynamic hand gesture recognition results 

and the accuracy rate of the hand gesture recognition system 
using optimal values of M. The accuracy rate is the ratio 
between the numbers of true positives per total number of 
hand gestures used in testing. 

A. Influence of temporal resolution on recognition accuracy 
In this evaluation, we test the accuracy rate with various 

values of the temporal resolution threshold M. M is fluctu
ated from 8 to 150 frames for each dynamic hand gesture. 
The accuracy rates are illustrated in Fig. 8(a)-(c), that show 
results on MICAl, MICA2 and MSRGesture3D datasets, 
respectively. As shown, if M value is small, hand gesture 
recognition result is degraded. Performance are saturated when 
M is equal to 18 frames per one dynamic gesture for MICA 1 
and M I C A2 dataset, and M is equal to 30 frames for 
MSRGesture3D dataset [7]. 

B. Evaluation of hand gesture recognition 
We follow Leave-p-out-cross-validation method, with p 

equals 1. It means that gestures of one subject are utilized 
for testing and the remaining subjects are utilized for training. 
The recognition results are given in Fig. 9. Averagely, by 
using the optimal parameters M, as suggested in Fig. 8, the 
proposed method obtains the accuracy rate at 92.03 ± 5.16 
% with MSRGesture3D, 97.95 ± 3.09 % with MICA 1 
and 94.95 ± 4.65 % with MICA2. For the public dataset 
MSRGesture3D, this performance is slightly higher than 
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the results in the current state-of-art works (e.g., [30] reported 
87.7%, [31] is 88.5%, [32] ups to 92.45% and [33] obtained 
94.72%. For the same datasets MICA1and MICA2, the 
proposed method is clearly better than [1]. [1] obtained 
92.45 ± 2.75 % with MICA1 and 90.08 ± 1.83 % with 
MICA2. Fig. 9 visually compares these results in which blue 
columns present the results of the proposed method and red 
columns present the results of the DTW-based approaches. 
Obviously, the proposed method that ensures the inter-period 
phase continuity, is over perform the DTW-based approaches 
[1], that discarded useful cues along temporal dimension. 

V. DISCUSSION AND CONCLUSION 

Discussion 
Our proposed system has a few limitations. The current 

results could not confirm that this method is adaptive with 
dynamic hand gestures that include only one, two frames 
or too many duplicates frames at a certain phase, such as 
starting or ending point. Moreover, the proposed method 
needs to be more confirmed that it is a robust and tolerance 
system with changing of subject positions and/or difference 
hand directions. Consequently, these limitations suggest us 
directions to future works. 

Conclusion This paper described a new representation hand 
gesture that combines the temporal and spatial features. The 
spatial feature is achieved by the manifold learning and 
the temporal feature is obtained by the KLT algorithm. We 
also presented the interpolation method for a high temporal 
resolution from a low temporal resolution of the hand gestures. 
This interpolation resolves the phase synchronization issue to 
enhance recognition rate of the dynamic hand gestures. The 
experimental results confirmed that accuracy of the proposed 
algorithm is enhanced. Which result is higher than the previous 
methods. The proposed technique is feasible to deploy real 
applications to control home appliance devices. 
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